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§  Planetary core conditions: what and why? 

§  Laboratory techniques 
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Earth: central pressures ~3.6 Mbar and 
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temperatures  ~5000 K 

 

C. Hamilton 

C. J. 
Hamilton 

Jupiter: central pressures ~77 Mbar and 
temperatures ~16000 K 

Metallic H+ 
(and He, He+ 

or He++) 

Insulating H2 
and He 

Core 
Material 

Rocks, diamond? 



Lawrence Livermore National Laboratory 4 

§  Planetary models are constructions based on a 
combination of theory and observation 

§  A few basic parameters are known: 
•  Mass, radius, luminosity, and some gravitational 

moments, B-field, surface composition 

§  Interior models depend on our knowledge of the 
high pressure phase diagrams of the abundant 
elements and their compounds (H, He, C, O, N, 
Mg, Si, Fe etc.) 
•  Equation of state - gives density profile 
•  Conductivity and metallic transitions - magnetic 

dynamo models 
•  Phase transitions? 
—  Introduce new complications in the structure 

and transport mechanisms 

Jupiter & Saturn"
H & He "

Neptune & Uranus"
H2O, CH4 & NH3"
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http://exoplanet.eu/catalog-transit.php 

>15 exo-planets with average 
density larger than earth 

More than 500 known planets, 
most do not match planet 
evolution models 
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Figure 9. Mass–radius relations calculated for differentiated Fe/basalt planets,
in terms of the ratio of basalt to Fe.

Figure 10. Mass–radius relations for different classes of material, compared
with planets, moons, and exoplanets (red crosses).

addition of an outer basalt layer gave a disproportionate change
in the radius to a greater extent than indicated in previous work
(Seager et al. 2007) (Figure 9).

4. APPLICATION TO EXOPLANETS

For comparative purposes, we chose to represent each type
of material by a single mass–radius curve corresponding to a
single EOS: Fe–Ni by the electronic structure cold curve for
Fe3Ni (which is similar to the Fe SESAME 2150 curve but
extends to higher pressure), rock by SESAME 5530 for basalt,
ice by SESAME 7154 for H2O, and H/He by SESAME 5251
for H. Plotting the planets of the solar system, they fall in the
expected places with respect to the curves: the rocky planets
between Fe–Ni and rock with Mercury closest to Fe–Ni and
Mars closest to rock, Jupiter and Saturn close to the H/He
curve, and Uranus and Neptune close to the CH4 curve. Minor
planets Pluto and Eris are also shown, lying on the icy side of
the basalt curve. We also compare exoplanets at extremes of
size and mass: “super-Earths” Kepler-10b (Batalha et al. 2011),
CoRoT-7b (Léger et al. 2009), and GJ 1214b (Charbonneau
et al. 2009) and the “super-Jupiters” HAT-P-2b (Loeillet et al.
2008) and CoRoT-3b (Deleuil et al. 2008), whose core pressures
are representative of states it would be useful to explore in
future experiments on material properties, and the anomalously
large CoRoT-2b (Figures 10 and 11; exoplanet parameters from
Schneider 2011).

Figure 11. Mass–radius relations for different classes of material, compared
with selected exoplanets.

Figure 12. Mass–pressure relations for different classes of material.

Measurements of exoplanet Kepler-10b constrain its radius
to 4.56+1.17

−1.29 ME and mass to 1.416+0.033
−0.036 RE . The nominal value

lies on our mass–radius relation for Fe–basalt differentiated
planets with 2/3 of the total mass in the core. With this structure,
the central pressure would be 2.5+0.4

−0.3 TPa. Considering two-
layer differentiated structures at the 1σ level, the planet could
have a core mass fraction between 25% and 95%, with central
pressure between about 1.5 and 3.7 TPa.

Measurements of exoplanet CoRoT-7b constrain its radius
to 1.68 ± 0.09 RE and mass to 4.8 ± 0.8 ME (Léger et al.
2009), though other researchers have deduced different, and
inconsistent, masses from the same Doppler shift data (Hatzes
et al. 2010; Pont et al. 2011; Ferraz-Mello et al. 2011). Given
the current discrepancy in mass deduced by different groups,
the validity of deduced compositions and central pressures
is unclear, but it is informative to assess the values and
uncertainties derived from the quoted uncertainties in mass
and radius. The nominal value by Léger et al. (2009) lies
very close to our mass–radius relation for basalt, for which
the central pressure would be 0.75+0.14

−0.12 TPa. Considering two-
layer differentiated structures at the 1σ level, the planet could
be Fe/rock with a core of radius up to 4500 km or rock/ice with
a surface layer of (for example) H2O up to 2500 km thick. The
central pressure is calculated to increase rapidly with Fe, giving
0.8+1.2

−0.1 TPa. For three-layer differentiated structures, the ice
layer would be thicker as the core size increased. The uncertainty
in deduced composition, core radius, and central pressure is
nonlinear with respect to the uncertainty in mass and radius.
Measurements of Doppler shift in the stellar spectrum and
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in terms of the ratio of basalt to Fe.

Figure 10. Mass–radius relations for different classes of material, compared
with planets, moons, and exoplanets (red crosses).
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CoRoT-7b (Léger et al. 2009), and GJ 1214b (Charbonneau
et al. 2009) and the “super-Jupiters” HAT-P-2b (Loeillet et al.
2008) and CoRoT-3b (Deleuil et al. 2008), whose core pressures
are representative of states it would be useful to explore in
future experiments on material properties, and the anomalously
large CoRoT-2b (Figures 10 and 11; exoplanet parameters from
Schneider 2011).

Figure 11. Mass–radius relations for different classes of material, compared
with selected exoplanets.

Figure 12. Mass–pressure relations for different classes of material.

Measurements of exoplanet Kepler-10b constrain its radius
to 4.56+1.17

−1.29 ME and mass to 1.416+0.033
−0.036 RE . The nominal value

lies on our mass–radius relation for Fe–basalt differentiated
planets with 2/3 of the total mass in the core. With this structure,
the central pressure would be 2.5+0.4

−0.3 TPa. Considering two-
layer differentiated structures at the 1σ level, the planet could
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very close to our mass–radius relation for basalt, for which
the central pressure would be 0.75+0.14
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§  Shock waves 

§  Ramp compression techniques 

§  Dynamic compression facilities 

§  Hybrid techniques 
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§  Rankine-Hugoniot relations (conservation 
laws): 

§  5 parameters (P, ρ, E, us, up) and 3 equations 
•  need measure two parameters to determine the 

rest 
•  We measure velocities è infer P, ρ, E 
•   Temperature has to be determined 

independently 

Measure us & up 
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solid density. Errors in the temperature are 7%–8% near
5000 K and 4%–5% at 5! 104 K and include systematic
errors in the calibration (2%–5%), random errors due to
noise on a given shot (2%–3%), and reproducibility errors
derived from the variation between shots repeated under
similar conditions (3%–7%). The optical reflectivity of the
shock at 532 nm, defined as the fraction of energy reflected
by the moving shock front, is shown in Fig. 2, with the
dominant uncertainties given by reproducibility errors. The
reflectivity, related to the electronic conductivity, is shown
in these plots to be primarily temperature dependent.

The lowest temperatures accessed in this study are com-
parable to those achieved in previous gas gun experiments
on both quartz and fused silica [13]. These earlier mea-
surements observed a drop in temperature to just below

5000 K that was interpreted as melting from a superheated
solid to the equilibrium liquid. Our measurements are in
good agreement with the temperatures in the liquid be-
tween 5000 and 7000 K for both polymorphs, reproducing
the temperature drop at melting.

To better understand the underlying mechanisms in the
high-pressure liquid we have developed two separate,
model-independent methods for determining the specific
heat capacity, cv, from the shock temperature measure-
ments. The first, which we call the difference method,
compares the difference in temperature and internal energy
for states on the quartz and fused silica Hugoniots at the
same density (i.e., volume). The specific heat is then
given directly by its definition, cv " #@E=@T$v ’ %#Ef &
Eq$=#Tf & Tq$'v, where E is the internal energy and T the
temperature, with subscripts f and q representing fused
silica and quartz, respectively. The second method, which
we call the slope method, determines cv from the slope of
the Hugoniot temperature. To quantify this idea consider
that any infinitesimal section of the Hugoniot can be con-
sidered to be the sum of an isentropic compression step and
an isochoric heating step such that, !EH " !Es ( !Ev
and !TH " !Ts ( !Tv, where subscript v identifies a
change along an isochore, s is along an isentrope, and H
is along the Hugoniot. Then, using the thermodynamic
definitions #@E=@v$s " &P and " " &#v=T$#@T=@v$s,
where P is the pressure and " is the Gruneisen parameter,
the specific heat is given by cv"%!EH&!Es'=%!TH&
!Ts'" %#@E=@v$H(P'=%#@T=@v$H("T=v'. The quan-
tities on the right apart from " are measured directly or
inferred from the known Hugoniot relation [10]. A pre-
vious study [10] found that " ’ 0:6 above melting over the
pressure range explored here, consistent with predictions
from EOS models [14,15]. Importantly though, cv is quite
insensitive to the value of ". This is because " is a measure
of the temperature rise along an isentrope which, in strong
shock waves, is a small fraction of the temperature rise
along the Hugoniot. Measurements of cv using the slope
method extend over a wider range than those from the
difference method, which is restricted to the subset of
overlapping densities from the two Hugoniots. We use
the scatter between the different cv measurements to de-
termine the error in the averaged cv.

Results from the three cv measurements are plotted
versus temperature in Fig. 3. That they all give similar
results indicates that cv is not sensitive to density. Here
~cv " cv=NkB is the nondimensional specific heat, where N
is the number of atoms per unit mass and kB is Boltzmann’s
constant. Previous studies in shocked silica [13] observed
~cv to rise steeply from 3 (Dulong-Petit) once melting
occurred. Our data, which extend to much higher tempera-
tures, similarly indicate a rapid rise above melting and
show the presence of a broad peak between 5000 and
)35 000 K.

In order to understand the origin of this peak we com-
pare the data with predictions from two EOS models: one

FIG. 2 (color). Shock reflectivity in quartz (blue) and fused
silica (red) shown as a function of temperature and density. The
data indicate a primarily temperature-driven mechanism rela-
tively insensitive to density.
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FIG. 1 (color). Proposed phase diagram for liquid silica illus-
trating the bonded liquid regime, where chemical bonds domi-
nate, and the highly conducting atomic fluid regime, where they
do not. Several known and proposed [25] solid phases are also
illustrated. Shock temperatures determined in this study (densely
packed diamond symbols) are given along with predictions from
two EOS models: Kerley [14] (dashed lines) and qEOS [15]
(dotted lines), where blue identifies quartz and red identifies
fused silica. Also shown are shock data from Lyzenga and
Ahrens [13] (purple dots for fused silica, light blue for quartz).
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blurred both by the time resolution of the diagnostic and the
presence of a 1–3-!m glue layer between the aluminum and
quartz. Determining Us

Al!tbo" requires estimation of the time
history, Us

Al!t". This can be achieved using the measured
Us

Q!t", given that the same pressure source drives both mate-
rials in parallel. Since aluminum and quartz have such simi-
lar impedances, to a good approximation Us

Al!t"− #Us
Al$

=Us
Q!t"− #Us

Q$, provided the average for both materials is
taken over the same time period !the step transit time in this
case".31 Although the absolute quartz velocity has a 1%–2%
error, the uncertainty in Us

Q− #Us
Q$ is smaller, usually less

than 1% of the velocity if the shock velocity varies smoothly.
This error is summed in quadrature with the other errors in
both Us

Q and Us
Al.

The aluminum and quartz shock velocities are plotted in
Fig. 2 and tabulated in Table I. The best linear fit to the data,
expressed in a form where errors in the coefficients are in-
dependent, is given by Us

Al=B0+B1!Us
Q−Us

Q" where Us
Q

=20.57, B0=21.14±0.12, and B1=0.91±0.03.
Having extracted Us

Al and Us
Q at the interface, impedance

matching can now be applied to determine the quartz pres-
sure, density, and particle speed. This requires knowledge of
the aluminum Hugoniot and its release isentropes. There are
two approaches to determining these. The first method uses a
model EOS for aluminum, usually in the form of a table.
This assures thermodynamic consistency in the calculations
but makes it difficult to rigorously account for errors in the
EOS model, a factor that becomes crucial at multimegabar
pressures. The second method, which we use here, relies on
the approximation that release curves are simply a reflection
of the Hugoniot about the initial shock state in the pressure-
particle velocity !P-Up" plane.10 Since the Hugoniot of alu-
minum !and many other materials" can be described by a
linear fit in Us-Up the great advantage of this approach is that
the fit uncertainties give a direct way to estimate systematic
errors in the aluminum EOS.32 A possible drawback to this
technique is that it does not automatically assure thermody-
namic consistency between the different Hugoniots and isen-
trope combinations. This is unlikely to be a problem for such
small variations in the Hugoniot and isentrope. The imped-
ance match results, using a fit to absolute aluminum data
given by Us=6.591+1.157Up,33 are shown in Table I with
both the random and systematic errors given in parentheses.
Random errors are a direct result of the listed velocity mea-
surement errors, while systematic errors are the result of er-
rors in the aluminum EOS. Note how the systematic uncer-
tainties are always smaller than the random uncertainties but
rise to a third of the total error at the highest pressure near
%15 Mbars.

IV. DISCUSSION

These data, along with the results from earlier studies,
are plotted in the Us-Up plane in Fig. 3, with the best linear
fit, given by Us=4.08+1.30Up, and its associated uncertain-
ties shown as three dashed lines.34 The fit is in good agree-
ment with the previous data from Trunin et al.15 and Trunin16

for 13"Us"20 !m/ns and extrapolates to the nuclear-
driven point at Us=33 !m/ns. The scatter in our data is

consistent with the quoted errors, giving a reduced #2=1.2
!systematic errors due to the aluminum EOS, which do not
contribute to the data scatter, are not included in the #2 cal-
culation". Errors in the data from Trunin16 are not provided
for each shot but are quoted to be about 2% at the highest
pressures, very similar to those for our measurements. These
results show that to better than 2% in shock velocity, our
data, achieved on time scales of less than 1 ns, are in agree-
ment with the data achieved on time scales up to tens of
microseconds.

By comparing the data from earlier sources that have
investigated compression in the solid phases through the on-
set of melting at 1 Mbar !Refs. 9,15,16,35" the trend toward
softening of the Hugoniot becomes apparent. It is seen most
clearly by comparing the slopes of the linear Us-Up fits in
different pressure regimes !see Figs. 3 and 4". In the high-
pressure solid up to melt, the data follow Us=1.370
+1.822Up !Ref. 9"; in the liquid immediately above melt the
best fit gives Us=2.049+1.619Up !Ref. 9"; merging into the
dense plasma our data give a fit of Us=4.08+1.30Up over an
extensive pressure range. The slope S=dUs /dUp is thus de-
creasing with pressure. The use of piecewise linear fits is
only a convenient construction and the actual Hugoniot is
likely to smoothly transition to the gentler slope over a finite
pressure range between 1 and %4 Mbars. Different regimes
along the quartz Hugoniot can thus be roughly characterized
as !1" solid for P$1 Mbar, !2" liquid for 1$ P$4 Mbars,
and !3" dense plasma for P%4 Mbars. The softening of the
Hugoniot above 1 Mbar was described theoretically by
Kerley36 who showed that without including the effects of

FIG. 3. !Color online" Measured quartz Hugoniot shown in the shock ve-
locity vs particle velocity plane. The red dashed lines give the best linear fit
and associated 1& uncertainty to the data from this study !black circles with
error bars". Previous data from Trunin et al. !Ref. 15" and Trunin !Ref. 16"
performed on explosively driven !Ex" and nuclear-driven !Nu" platforms are
in good agreement with those from this study to within experimental uncer-
tainties. Selected data at lower pressures obtained on gas gun experiments
!GG" are also shown from Lyzenga and Ahrens !Ref. 9" and Marsh !Ref.
35". Linear fits determined by Lyzenga and Ahrens !Ref. 9" are shown for
the solid !stishovite- or stishovite-like" phase !pink, dot-dash line" and the
liquid phase !dark blue, double-dot-dash line" immediately after melting.
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real time. Thermodynamic quantities were taken as time
averages of the equilibrated portions of the molecular
dynamics runs.

Residuals of the QMD Hugoniot curve calculations with
respect to the Z fit are less than 1% throughout the entire
pressure range investigated. This agreement suggests the
QMD accurately describes the hot dense fluid, and can be
used to gain unique insight into the thermodynamics in this
regime. The calculations indicate the extended region of
curvature in the Us-up Hugoniot curve is due to disorder
and dissociation of the fluid. The total ion energy, thermal
plus potential, is found to rise above the Dulong-Petit value
for temperatures above melt, leading to an enhanced spe-
cific heat, in agreement with earlier work [4]. However, our
results also indicate that at higher pressures and tempera-
tures the ion contribution to the specific heat drops and
remains between 2NkB and 3NkB to the highest pressures
and temperatures considered here. This reflects competi-
tion of increasing disorder in the liquid and weaker inter-
actions between the atoms as the O-O and Si-O bond ener-
gies drop with increasing electronic temperature. This
suggests the energy imprint of disorder and dissociation
of the molecular fluid persists to much higher pressures and
temperatures than previous thought, and plays a significant
role in the extent over which curvature is seen in the Us-up
response. A more detailed discussion of the QMD calcu-
lations and the insight obtained is beyond the scope of this
Letter, and will be the subject of a future publication.

Figure 2 also shows the residuals of the fit to the high-
pressure data of Hicks et al. [2] (we refer to as the ! fit),
which has recently been used extensively as an IM standard
for shock wave experiments in the several 100 GPa regime
[7–9]. There is a substantial difference in the Z and ! fits
in this pressure regime. It is instructive to look at the
percentage difference (PD) in derived quantities as a func-

tion of the observable Us in quartz. Figure 4 shows the PD
in the quartz up inferred from the ! fit [2] with respect to
that inferred from the Z fit. The PD peaks at !4:3% at
pressures near !500–600 GPa. The difference in ! is
somewhat larger, as can be seen by comparing Figs. 2
and 3. It is easily shown that the PDs in ! and density
compression, " " !=!0 ¼ Us=ðUs % upÞ, are given by
the PD in up multiplied by the factor ("% 1). Since "
for quartz exceeds 2 at a pressure of!150 GPa, the PDs in
! and " are larger than the PD in up over the entire
pressure range of interest.
These errors in the quartz up also lead to errors in

inferred quantities in other materials where quartz was
used as an IM standard. As an example we consider the
shock response of liquid deuterium, the focus of a recent
publication. Figure 5 shows the P-" results to 220 GPa
recently published inferred using the ! fit for quartz [7],
these same experiments reanalyzed using the Z fit for
quartz, and the results of flyer plate experiments performed
on Z to 180 GPa [24]. The apparent increase in " at
!100 GPa, as inferred in Ref. [7], has been interpreted
as possible evidence for a plasma phase transition (PPT).
However, our reanalysis suggests that the apparent increase
in " is likely an artifact of the quartz Hugoniot curve used
in the IM analysis. The PD in ", inferred using the ! fit
versus the Z fit for quartz, peaks at about 12%–13% near
!100 GPa in deuterium, which corresponds to!600 GPa
in the quartz, the pressure at which the Z and! fits exhibit
the largest difference. The PD in "=ð"% 1Þ is quite close
to the PD in up for quartz, indicating that the error in up for
deuterium is caused by, and essentially equal to, the dif-
ference in the! fit with respect to the Z fit. The large error
in " results from the high compressibility of deuterium,
with ("% 1) approaching 3.4–4 as inferred in Ref. [7].
Even larger errors result in the case of helium, where a

peak compression of " ' 6:33 has been reported [8]. In
this case the large compressibility results in an error in
density of!23%. This correction would reduce " to!5:1,

FIG. 4. Percent differences as a function of Us in quartz. Solid
black line, quartz up (! fit versus Z fit); dashed black line,
quartz ! (! fit versus Z fit); squares, deuterium " (from Ref. [7]
inferred using ! fit versus that inferred using Z fit for quartz);
triangles, deuterium "=ð"% 1Þ. Top axis, pressure scale for
quartz.

FIG. 3 (color). Quartz P-! Hugoniot curve. Lines and symbols
as in Fig. 2. Top axis, temperature scale determined from QMD
calculations.
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magnetic-flyer data exist above 104 GPa. It is unfortunate
that all previously published explosive-driven and magnetic-
flyer-driven measurements fall just short of the pressures
where we observe an additional softening of the Hugoniot.

Comparing to ab initio calculations above 110 GPa, these
results are softer than those given by the restricted PIMC
approach of Militzer et al.20 but in agreement with the direct
PIMC calculation of Filinov et al.22 which shows fivefold
compression above 100 GPa. DFT calculations by
Desjarlais17 do not show any softening at such high pressure,
predicting instead that !"4.3 above 100 GPa; other DFT
calculations have not been reported up to these pressures.

VI. COMPARISONS WITH PREVIOUS LASER-DRIVEN
MULTIPLE SHOCK MEASUREMENTS

A. Double shock pressures

Double shock measurements are a useful way to assess
the deuterium single shock compression since the second-
shock pressure is very sensitive to the first-shock density.
Laser double shock experiments at Omega were performed
previously32 using a highly precise quartz anvil technique.
The laser conditions and diagnostics were identical to those
described above. A diagram of the target arrangement is
shown in the inset of Fig. 9, illustrating the quartz reshock
anvil positioned 35 #m into the deuterium. The experimen-
tal observables were the deuterium single shock velocity and
the quartz shock velocity and are shown in Fig. 9. When
compared to reshock predictions from various EOS models,
these experiments showed that deuterium has a stiff response
below first-shock pressures of !100 GPa and a softer re-

sponse above. The similarity of this behavior with the single
shock data shown in Fig. 8 is evident.

To more quantitatively compare these previous double
shock measurements with the present laser-driven single
shock data, a method to transform the double shock observ-
ables "shown in Fig. 9# into the single shock P-! plane has
been developed. This was done by converting the measured
second-shock pressure and first-shock velocity into a single
shock density and pressure via the Hugoniot relations using
an average of several models to determine the second-shock
compressibility of deuterium. Details of this method are
given in Appendix A. This approach is predicated on the idea
that the second-shock compressibility is much less uncertain
than the first shock compressibility. The variations observed
in several EOS models show that this assumption appears to
be reasonable. Although the models predict severe differ-
ences in first-shock compressibilities, they all give very simi-
lar second-shock compressibilities "see Fig. 14#. Using a
model-based estimate of the second-shock compressibility to
interpret the reshock data thus appears to be a complemen-
tary way of estimating the first-shock compressibility.

The principal Hugoniot derived in this way from the
double shock data of Boehly et al.32 is given by the filled
circles in Fig. 10 and listed in Table II. Error bars represent a
quadrature sum of both the random and systematic uncertain-
ties. Systematic errors in this inversion technique arise from

FIG. 9. "Color# Experimental observables for the double shock
experiments of Boehly et al. "Ref. 32# together with model calcu-
lations from Ross "Ref. 10# "green line#, Sesame72 "Ref. 8# "red
line#, and Kerley03 "Ref. 34# "blue line#. The data are consistent
with stiff models below !100 GPa but lie in between stiff and soft
models at higher pressures. The width of the model EOS lines gives
the uncertainty in the quartz Hugoniot. Inset shows the target ar-
rangement for the double shock experiment "Ref. 75#.

FIG. 10. "Color# Single shock Hugoniot inferred from double
shock data of Boehly et al. "Ref. 32# using the inversion method
described in Appendix A "solid pink circles#. Also shown are the
single shock impedance-match measurements of this study "open
blue circles#, Knudson et al. "Refs. 26 and 27# "red triangles#, Belov
et al. "Ref. 28#, Boriskov et al. "Ref. 29# "inverted black solid
triangles#, Boriskov et al. "Ref. 31# "inverted black open triangles#,
and Grishechkin et al. "Ref. 30# "open green squares#. The agree-
ment between the laser-driven single and double shock results over
all pressures indicates that the systematics for each type of measure-
ment, which differ significantly, have been estimated correctly. Both
sets of data exhibit an abrupt increase in compression around 110
GPa. Model curves are from Sesame72 "dashed red#, Kerley03 "dot-
ted blue#, and Ross EOS "solid green#.

LASER-DRIVEN SINGLE SHOCK COMPRESSION OF… PHYSICAL REVIEW B 79, 014112 "2009#

014112-11

D.G. Hicks et al.,PRL 97 025502(2006) 

demonstrating that the increase beyond 4-fold is due to
electronic excitations leading to free electrons.

To further verify this hypothesis, we corrected the DFT
EOS for finite-temperature electronic effects. For a number
of snapshots along the MD trajectory, we thermally popu-
lated the instantaneous excited electronic states [23] using
the Mermin functional with up to 7 additional orbitals per
atom. For temperatures above 15 000 K, the resulting
corrections to the internal energy and pressure leads to a
substantial increase in shock compressibility. This increase
is primarily caused by a rise in the internal energy due to
thermal population of excited electronic states. Fluid he-
lium maintains a wide excitation gap ranging between 5
and 15 eV for T ! 80 000 K and 2:6 " rs " 1:0. On the
principal Hugoniot, electronic excitations occur above
20 GPa, which explains why the gas gun experiments
have not reached the regime of electronic excitations.
Even a gas gun reshock experiment would be insufficient
because the final temperatures remain relatively low
(Fig. 1), and facilities that can generate faster shock waves
are needed instead.

The maximum shock pressures that can be reached at a
particular experimental facility depend on the power of the
drive but also on the impedance of the sample material. For
the same shock drive, the final shock pressure is, to a first
approximation, proportional to the initial density of the
sample material. The maximum pressure reported for deu-
terium Nova laser shocks [1,2], 340 GPa, and the highest
achievable on the Z machine [3,4], 175 GPa, would trans-
late to approximately 246 GPa, and 127 GPa [24] in

helium. Consequently, with both facilities one would be
able reach the regime of the predicted 5-fold compression
and probe the effect of electronic excitations.

The comparison in Fig. 3 shows the discussed increase
in compressibility beyond 4-fold for helium, while our
results for deuterium [8,25] show hardly any, despite the
similarity of the two fluids. Deuterium molecules and
helium atoms have the same mass and provide two mecha-
nisms to absorb shock energy, which in principle can lead
to shock compression ratios substantially larger than 4. The
helium atom has two ionization stages with energies of
24.6 and 54.4 eV. Deuterium molecules dissociate with
4.5 eV energy, and the ionization of resulting atoms re-
quires 13.6 eV. However, the explanation for the different
shock behavior of helium and deuterium is not a conse-
quence of single particle properties but is a result of differ-
ent degrees of particle interaction. Figure 4 shows the
Hugoniot function, H, for both materials at 5-fold com-
pression. For helium, first principles calculation that in-
clude the interaction effects, as well as the noninteracting
plasma model, predict that H changes its sign, implying
that helium is more than 5-fold compressible. While the
noninteracting plasma model predicts the same behavior
also for deuterium, the PIMC simulations show that the H
function is strictly negative because the pressure is sub-
stantially higher than suggested by the noninteracting
plasma model.

The interaction effects at 5-fold compression are
stronger in deuterium than in helium because in helium,
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FIG. 3 (color online). The principal shock Hugoniot curves for
deuterium [26] and helium are shown for samples that were
precompressed to different initial densities. For both materials,
the precompression reduces the maximum compression ratio
!=!0 that can be reached. For helium, the indicated initial
densities (a)–(d) correspond to the initial pressures of 7.1 kbar,
1.8 kbar, 188 bar [28], and 1 bar. The DFT-MD and PIMC data
shown in Fig. 2 were interpolated for helium.
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FIG. 4 (color online). The Hugoniot functions H from Eq. (1)
for helium and deuterium derived from first principles calcula-
tion (solid lines) and from the noninteracting plasma model
(dashed line) is shown at 5-fold compression. Deuterium is
less compressible than helium because the interaction between
the particles is much stronger, which leads to a substantial
increase in pressure beyond the corresponding value of the
noninteracting system including ionization (Pid), illustrated by
the pressure difference in the lower graph.
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•  Most solids melt 
under shock in the 
Mbar range, e.g. 
SiO2 at ~1 Mbar, 
Fe at ~2.5 Mbar 
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§  Fundamental measurement ansatz: 
thermodynamic state is a function of 
the particle speed 
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§  Measure material motion at two 
or more positions – determine 
the Lagrangian sound speed 
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§  As with shock technique: absolute EOS 
is inferred from wave speed 
measurements 
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magnetic pressure 
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Gas guns 
Various (LLNL, 
LANL, Sandia, 

WSU and others) 
< 8 km/s 

Ramp compression capability 



Lawrence Livermore National Laboratory 15 

Graded density impactor generates 
ramp compression wave 

Plate impact generates strong shock 

Ngyuen, Holmes, Chau (LLNL) Mitchell, Nellis 1970’s and 1980’s 

D
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Compression drive and loading curve!

•  Peak velocities: 
~ 8 km/s 

•  Peak pressures 
~4 Mbar 
depending on 
the target 

•  ~ 1 µs time 
scale 
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Magnetically-accelerated flyer plate 

so that the flyer material compresses quasi-isentropically (shock-
lessly) during its flight to the target [9]. Shaping the current pulse to
preclude shock formation during acceleration, and the ability to
design the required pulse shape and flight distances using ALEGRA
[12] magneto hydrodynamics (MHD) simulations are the key
factors that enable us to magnetically accelerate flyers to ultra-high
velocity using multi-megabar pressures while preserving part of
the flyer in a state required for accurate EOS measurements.

This capability has been enhanced significantly by the refur-
bishmentof theZaccelerator [1,3], andby the recent developmentof
a planar stripline configuration. The refurbishment increased the
current that can be delivered to a short circuited load by ∼25%, and
improved the pulse shaping capability. The stripline increases the
magnetic pressure in the load for a given current, and allows for
larger area flyers (than previous coaxial loads); this improves their
planarity thereby reducing measurement uncertainty. To date,
a 900 mm thick, aluminum (Al) stripline flyer plate with cross
sectional dimensions ∼25 mm by ∼13 mmwas shocklessly acceler-
ated to a record peak velocity of 45 km/s in ∼300 ns using a shaped
current that produced a peak magnetic pressure (field) of 6.3 Mbar
(1263T); this velocity is a∼30% increase over themaximumthatwas
produced using a coaxial load on Z before the refurbishment [9].

In the following sections details pertaining to the planar stri-
pline configuration used in ultra-high velocity flyer plate impact
experiments on Z are presented; included are VISAR velocity
measurements from state-of-the-art experiments with Al and
copper (Cu) flyers, results from corresponding MHD simulations,
and the method used to define the shape for the ramped current
drive. Also, results from MHD simulations are used to elucidate
phenomena that ultimately limit the peak magnetic pressure that
can be produced in a planar load.

2. The stripline flyer plate load

The basic stripline load is shown schematically in Fig. 1(a); it is
composed of two rectangular slabs (usually aluminum) of height H
(vertical direction), width W (perpendicular to plane of figure), and
thickness D, which comprise the electrodes (anode and cathode)
that carry current into and through the load. Typical stripline
dimensions are H∼38 mm, W∼11e15 mm, and D ¼ 900 mm. The
electrodes are connected at one end (the top) by another
conductor; this short circuit configuration maximizes the magnetic
field in the ak- (anode-cathode) gap (g∼1 mm). The electrodes are
the flyer plates. Also shown in Fig. 1(a) are the directions of current
density (J), magnetic field (B), and the Lorentz force (JxB) that
accelerates the flyer plates. The stripline is open at the termini
perpendicular to the plane of the page. Consequently the magnetic
field is not confined to the ak-gap; it wraps around each electrode
similar to a current carrying wire, and current flows on the external
surfaces of the electrodes. The magnetic field amplitude decreases
rapidly with increasing distance outside the ak-gap.

For small electrode displacements and g << W the magnetic
field in the ak-gap is given by

B ¼ fm0I=ðg þWÞ (1)

where I is the time dependent input current, m0the permeability of
free space, and f is a factor that accounts for current flowing outside
the ak-gap (f % 1). Multi-megabar magnetic pressures produce
significant electrode motion; consequently, in actuality g, W, and f
are functions of time. The magnetic pressure on the electrodes
(flyers) is PB ¼ B2=2m0. The ak-gap increases as the flyers are
pushed outward, which decreases the magnetic pressure on the
flyer drive surface for a given current.

Fig. 1. (a) Schematic of a planar stripline. Blue and red indicate anode (a) and cathode (k), respectively. The space between the electrodes is the ak-gap. (b) Cross section of a two-
sided, planar stripline configuration used in experiments (green and red indicate anode and cathode, respectively). To the right (cathode side) and left (anode side) of the targets are
the inserts and shielding for the VISAR optical fibers. Electrical power enters the stripline at the bottom.

Fig. 2. (a) Two-sided stripline shown in 3D with 2D simulation plane superimposed. (b) Cross section of stripline geometry used in 2D MHD simulations. Colors indicate material
density which varies from 0 for void (dark blue) to 8930 kg/m3 for copper (red); the flyer material is aluminum (density ¼ 2700 kg/m3).

R.W. Lemke et al. / International Journal of Impact Engineering 38 (2011) 480e485 481

Direct application of magnetic stress 
to the sample 

•  Plate impact generates single 
strong shock (aka gun expts) 

•  Peak velocities: ~ 42 km/s (Al)
~ 22 km/s (Cu) 

•  Peak pressures ~30 – 40 Mbar 
depending on the target 

C.A. Hall et al RSI 72 3587 (2001); 
D.B. Reisman JAP 89 1625 (2001) 

R.W. Lemke et al, IntJ.Impact Eng. 38 480 (2011) 

Generates ramp wave Shock hugoniot applications 

•  ~ 100 ns  
time scale 



“Direct drive”: Laser ablates the 
surface to create rocket like 
compression 

Plasma ~ 1-5 
keV 

P ~I3/4 
At I=1014 W/cm2, P=10 Mbar  

Au x-ray converter 

sample 

“Indirect drive”: Laser energy 
converted into soft x-rays, blackbody 
spectrum 

Pulse shape & target determines if compression is a shock or ramp 

High pressures generated by lasers 

Laser beams 

P(Mbar) ~ 0.1Tr(eV)3/4 

~ 100 Mbar at 250 eV 

•  ~ 1 – 10 ns 
time scale 
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mutually exclusive. To remedy this issue, the SOP system
described here combines these two diagnostics by coupling
the VISAR telescope to a separate SOP image relay and re-
cording system. With this SOP configuration, simultaneous
velocity and temperature measurements can be made.

A general schematic of the OMEGA target chamber with
VISAR and SOP is shown in Fig. 1!a". During typical ex-
periments, OMEGA beams irradiate a target !direct drive" or
a Hohlraum !indirect drive" to launch a shock wave into a
material of interest. Opposite the drive beams, an f /3.3 tele-
scope transports both the VISAR probe beam as well as the
visible and near-infrared self-emission to a dichroic mirror,
which is highly reflective to the VISAR probe beam. This
mirror reflects the VISAR probe beam from direct line-of-
sight propagation while the out-of-band self-emission from
the shock passes directly through the mirror. The probe beam
and the self-emission then enter the VISAR and SOP record-
ing systems, respectively.

The optical components within the OMEGA target
chamber are shown in Fig. 1!b". Starting from the shock

wave, light is collected by a two-lens objective !L1/L2" and
transported to a planoconvex singlet !L3, CVI PLCX-1675-
50.8". All three of these elements are mounted on a mechani-
cal stage that is adjusted in three axes to point and focus the
telescope. The first lens of the telescope objective is a me-
niscus lens !L1, Melles Griot LMP 031", which is also used
as a disposable blast shield to protect the second component
of the objective, a collimating achromat !L2, CVI AAP-250-
50.8". From L2, the collimated rays pass to L3 where a
10! magnified image of the object is formed near the focal
point of a second achromat !L4, CVI AAP-1000-50.8". This
achromat, L4, also approximately recollimates the VISAR
probe beam and the self-emission of the shock and relays
these signals outside the OMEGA target chamber to the
dichroic mirror.

From the image-relay system, the self-emission passes
through the dichroic mirror and travels to the SOP cabinet
shown in Fig. 1!c". The SOP cabinet is light tight with a
small entrance window that passes the self-emission. Inside
the cabinet, the image goes though a series of nine specular
reflections off flat or spherical mirrors originally designed to
work with the Cassegrain imager to point and rotate the
image.18 To compensate for the refractive telescope of the
VISAR system, a 600 mm planoconvex singlet !L5, Melles
Griot 01 LPX 327" and a 600 mm planoconcave singlet
!L6, Melles Griot 01 LPX 065" lens pair are used to focus
the image of the shock wave at the entrance slit of the re-
cording system. Just prior to entering the recording system,
the self-emission passes through a long-pass filter with a cut-
off wavelength of 590 nm. This filter forms the short-
wavelength band edge for the recording system and provides
rejection of the higher harmonics of the Nd:YLF !yttrium
lithium fluoride" and Nd:YAG !yttrium aluminum garnet" la-
sers present at OMEGA. This configuration has since been
succeeded by a simpler relay system #Fig. 1!d"$ of two turn-
ing mirrors and a dove prism for image rotation. In this con-
figuration, a 300 mm planoconvex singlet !L5, CVI PLCX-
50.8-154.5-UV" and a 200 mm planoconcave singlet
!L6, CVI PLCC-50.8-103.0-UV" are used to focus the image
on the input slit of the recording system. This configuration
has also been expanded to include a blue channel defined by
a long-pass filter with a cutoff wavelength of 390 nm and a
short-pass filter with a cutoff wavelength of 500 nm. This
combination of filters is also sufficient to reject the harmon-
ics of the Nd:YLF and Nd:YAG lasers present at OMEGA.

The SOP detector is a Hamamatsu C4187 streak camera
with nominal temporal windows of 2, 5, 10, 20, and
50 ns/ image.19 The streak camera incorporates an S20 pho-
tocathode along with a microchannel plate !MCP" intensifier
and a P20 phosphor output. Data are acquired using a
Photometrics CH350 CCD !charge-coupled device" camera
with a Thomson TH7899 chip.20 At the design wavelength of
633 nm, the phosphor is the limiting resolution element of
the system with an object-plane resolution of %10 "m. The
final digital output from an unbinned CCD is a 16 bit,
2048!2072 array. The first dimension of the array corre-
sponds to a spatial view along the length of the slit where the
dimension of one pixel, #x, is equivalent to 13.7 "m along
the slit. The second dimension is across the slit width, which

FIG. 1. !a" The SOP-VISAR setup on OMEGA utilizes the !b" VISAR
telescope, which relays the image of the OMEGA target chamber center to
the outside of the target chamber, where a highly reflective mirror picks off
green wavelengths while allowing red and near-infrared wavelengths to pass
to the !c" original and !d" updated SOP optics table, where steering and
transport mirrors transmit the image to be recorded.

034903-2 Miller et al. Rev. Sci. Instrum. 78, 034903 !2007"

Downloaded 05 Jun 2007 to 128.115.27.10. Redistribution subject to AIP license or copyright, see http://rsi.aip.org/rsi/copyright.jsp
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§  Diamond anvil cells 
•  Photo 
•  Loubeyre H2 

lassical proton diffusion is the conduction mechanism at
pressures up to 200 GPa, has been obtained from quantum
molecular dynamics calculations.21,22 These calculations are
in good agreement with our measured conductivity values
and indicate that electronic conduction is not expected until
pressures and temperatures exceed 300 GPa and 7000 K.

II. EXPERIMENT

To generate the high pressures and densities, we used the
28 m two-stage light-gas gun at Lawrence Livermore Na-
tional Laboratory !LLNL". To reach higher pressures and
densities than in earlier works, we used a reverberating shock
wave technique.18,19 In our reverberating shock experiments,
the water sample is sandwiched between two insulating stiff
sapphire anvils. A metal projectile was propelled to veloci-
ties as high as 6.8 km/s using a two-stage light-gas gun. The
impact generates a strong shock wave in the first anvil. This
strong shock wave creates a weaker initial shock in the water
sample that reverberates in the sample between the two stiff
anvils. The first shock in the water is strong and compresses
the water from ambient pressure to about 60% of the final
pressure and accounts for two-thirds the final temperature.
The subsequent shocks are relatively weak shocks and com-
press the water typically another factor of two. The pressure
rings up to the initial pressure in the first sapphire anvil. This
step-wise compression produced by the reverberating shock
wave is quasiisentropic. A typical calculated pressure profile
for a reverberating shock in water is shown in Fig. 1!a". For
a given pressure, the reverberating shock states are at much
higher densities and lower temperatures than produced by a
single shock. Figure 1!b" gives a comparison of states
achieved with a reverberating shock with those along the
single shock Hugoniot and the 300 K isotherm of water.

A cross sectional view of the water sample holder is
illustrated in Fig. 2. The sample holder body is made of 1100
aluminum. The aluminum baseplate is 2 mm thick and seals
the front of the sample cavity. The sample cavity is formed
by two 2 mm thick Z-cut single crystal sapphire anvils. The
separation between the sapphire anvils determines the initial
sample thickness. Holes are drilled through the rear anvil for
both shock trigger pins and the electrodes for measuring the
resistivity. The electrodes were 1 mm diameter stainless steel
!306" or TiAlV !90% Ti, 6% Al, 4% V". RG-174 coax cables
were attached to the electrodes as signal lines. For stainless

steel electrodes, the coax cables were soldered to the elec-
trodes while for TiAlV electrodes, the coax cables were laser
welded to the electrodes. The sample cavity was filled with
ultra high purity distilled water. The filling was done through
two fill ports located at the top and bottom of the sample
cavity. The water was flushed several times to eliminate the
possibility of any trapped air bubbles in the sample cavity.

The electrical conductivity is measured using a constant
current circuit previously described in the literature.3 In this
circuit, the sample is placed in parallel with a shunt resistor
mounted on the sample holder. This ensures a steady current
flow prior to impact and minimizes cable inductance. For
these experiments, the shunt resistor consisted of parallel
combination of 1 # resistors. The typical shunt resistance
was between 0.5 and 0.25 # , and the typical current was
3–5 amps. The sample resistance is simply given by the
relation

Rsample!
RshuntV

!V"V0"
, !1"

FIG. 1. !a" The calculated pressure profile as a function
of time in the middle of the sample compared with a
single shock pressure profile. !b" Equation of state
curves of water plotted as pressure vs density. Shown
are the 300 K isotherm, shock reverberation states, and
single-shock Hugoniot states. The initial point is liquid
water at 1 atm and 300 K. At a given temperature, the
shock reverberation states reach significantly higher
densities. The states along each of the three curves are
at different temperatures with the single-shock Hugo-
niot being the hottest.

FIG. 2. Water sample holder for electrical conductivity measurements. The
impactor is incident from the left. The elctrodes exit to the right. The shunt
resistor, RS , is mounted on the sample to minimize the response time of the
system.

1362 J. Chem. Phys., Vol. 114, No. 3, 15 January 2001 Chau et al.

Downloaded 04 Jun 2002 to 134.9.152.166. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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§  Planetary core conditions: what and why? 

§  Laboratory techniques 
•  Dynamic compression techniques 
•  Drivers & facilities 
•  Diagnostics 

§  Survey of recent results 

§  Summary 
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Quartz and Water 

Quartz hugoniot Water hugoniot 

An aluminum flyer plate [23] was magnetically accel-
erated to peak velocities of 12–27 km=s across a 3–4 mm
vacuum gap [17]. The flyer-plate velocity was monitored
throughout the entire trajectory using a velocity interfer-
ometer system for any reflector (VISAR [24]), at locations
above and below an aluminum water cell [23]. A rear
quartz window in the cell provided optical access to the
sample. In some cases, an additional quartz plate was
placed between the aluminum drive plate and the water
sample, enabling data to be obtained using two different
materials as the high-pressure standard, thereby increasing
confidence in the measurements. Impact with the cell
generated a strong, multi-Mbar shock wave in the alumi-
num drive plate. This shock was then transmitted either
directly into the water sample or into a quartz plate and
then into the water sample. Upon reaching the rear quartz
window, the shock was transmitted into the window and
reflected back into the water, which reshocked the water to
a higher P and !. In all cases, the shock waves in the water
and quartz were of sufficient amplitude that the resulting
shocked material was reflecting [15,19,25], enabling the
shock velocities to be directly measured using the VISAR.
A total of 18 diagnostic channels was utilized for each
experiment, enabling multiple, redundant measurements to
be made, resulting in an overall uncertainty in the mea-
sured flyer-plate and shock velocities of a few tenths of a
percent [23].

The shocked state of the water was determined using the
impedance matching technique and the Rankine-Hugoniot
(RH) jump relations [26], a set of conditions derived by
considering conservation of mass, momentum, and energy
across a steady propagating shock wave. The shocked state
of the aluminum (quartz) drive plate was determined from
the known Hugoniot of aluminum [27] (quartz [19]) and
the measured flyer-plate (quartz shock) velocity; this de-
fined a point in the pressure-particle velocity ((P! up)

plane, as shown in Fig. 1. When the shock transits into the
water, a release wave propagates back toward the flyer
plate, and thus the state of the drive plate is constrained
to lie on a release adiabat from this point in the P! up
plane, shown in Fig. 1 as the green line. The shocked state
of the water is constrained to lie along a chord in the
P! up plane, with the slope given by the product of the
measured shock velocity of water, Usw, and the known
initial density. The intersection of these two curves pro-
vides P and up, shown in Fig. 1 as ðP1; up1Þ. The RH jump
relations then provide ! in the shocked state. Uncertainties
in all kinematic values were determined through a
Monte Carlo technique, which uses a statistical process
for propagation of all random measurement errors and
systematic errors in the standards [23]. Using this tech-
nique, the one-sigma uncertainties in P and ! were found
to be 0:5% and 1%, respectively.
A total of 8 Hugoniot experiments were performed over

the range of 100 to 450 GPa. The results of these experi-
ments are shown as the red symbols in Fig. 2(a). Also
shown are the Hugoniot data of Mitchell and Nellis [28],

FIG. 1 (color). P! up diagram for the water experiments for
the case with the additional quartz drive plate.

FIG. 2 (color). (a) Water P! ! Hugoniot. Models: magenta
line, ANEOS [2]; black line, Sesame [3]; dotted red line, FP [7];
and solid red line, FP [8]. Data: red diamonds (squares), this
Letter using aluminum (quartz) standard; open squares, Celliers
et al. [15]; black circles, Mitchell and Nellis [28]; black triangle,
Volkov et al. [29]; blue (cyan) triangle, Podurets et al. [30], as
reported (reanalyzed in [23]). Planetary adiabats: green line,
Neptune [9] (Uranus similar); blue line, GJ436b [20,21,23].
(b) Water double-shock Hugoniot. Models: thick (thin) red lines,
FP first shock (reshock) Hugoniots [7]; black lines, FP isentropes
[7]; orange, pink, and gray lines, FP [7], ANEOS [2], and
Sesame [3] double-shock envelopes.Data: red (orange) symbols,
shock (reshock) Hugoniot data, this Letter. Planetary adiabats:
as in (a).
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ity is the first unambiguous evidence of electronic conduc-
tion in high pressure water.

Cylindrical 6 mm diam stainless steel containers held
samples of de-ionized, distilled 99.9% pure H2O. One end of
the container was sealed with a 500 !m thick sapphire win-
dow which allowed optical access to the water and water–
aluminum interface. The opposite end of the container was
sealed with a stepped Al plate "pusher# with the step facing
the water. The Al pusher was fabricated from rolled 99.999%
pure Al stock by diamond machining to produce step heights
between 15 and 25 !m, measured to within 100 nm accuracy
with a white light phase stepping interferometer. A thin poly-
styrene film, typically 15 !m overcoated with 100 nm of Al,
was attached to the flat side of the aluminum plate and
served as the ablator. Irradiation of the ablator with one or
several smoothed24,25 laser beams launched a strong shock
which was transmitted into the Al plate and then into the
water. Focal spot sizes 800 !m in diameter were used for
some experiments and 400 !m for other experiments. For
EOS measurements we used a 3.7 ns pulse to produce a
steady shock wave, and for some reflectivity measurements
we used a shorter 1 ns pulse to load the specimen impul-
sively and produce an attenuating shock wave to allow prob-
ing over a wide range of pressures.

A line-imaging velocity interferometer system for any
reflector "VISAR#26,27 recorded light reflected from the
sample cell. This instrument works by reflecting an injection-
seeded, Q-switched Nd:YAG laser probe beam from the rear
of the target, and relaying an image of the target through a
velocity interferometer onto a streak camera slit. For strong
shocks in water (!100 GPa) the probe light was reflected
directly from the shock front.28 The Doppler shift of reflected
light is manifested as a shift in fringe phase at the output of
the velocity interferometer. In most cases we used two inter-
ferometers operating at wavelength $"532 nm with differ-
ent velocity sensitivities to resolve fringe shift ambiguities.
For some experiments we used a 1064 nm wavelength oper-
ating in one interferometer simultaneously with a 532 nm
probe in the other interferometer.

An example recording "inset in Fig. 1# shows initially
stationary fringes produced by the reflection of the probe
beam from the Al pusher. The shock emerged first out of the
thin Al step, later out of the thick step and was then trans-
mitted to the water. The shock front in the water is reflecting
and imparts a Doppler shift to the reflected probe, manifested
as a fringe shift in the data recorded. We extracted three
observables from the VISAR recordings for each shot: the
shock velocity versus time, given by the fringe shifts; the
shock reflectivity versus time, given by the reflected inten-
sity; and the average shock velocity in the Al pusher, given
by the break-out times from the top and bottom steps. Sta-
tistical uncertainties in the shock velocity determined from
fringe shifts are typically 0.3%–1%. Typical uncertainties for
the average shock speed in Al were 1.5%–3% and they
dominate errors in EOS determination.

To determine EOS points we used the impedance-
matching technique29 which yields the pressure P and par-
ticle speed up at the interface between the Al pusher and the
water sample. Used in this analysis are the measured shock

velocities us for water and Al, and the known Hugoniot and
release isentrope for the Al pusher.22 The shock compression
data shown in Fig. 1 include the early lower pressure
experiments,17,18 more recent higher pressure data,8,19 and
the single ultrahigh pressure datum.21 Our laser shock data
span the unexplored range between 100 and 800 GPa. The
Hugoniot calculated from a tabulated EOS for water gener-
ated by Ree,23 available in the SESAME database,22 agrees
well with the new data within experimental uncertainty. To
compare these data with SESAME, a linear fit to the us vs up
data determined here and the datum reported by Podurets
et al.21 was made. Over this limited pressure range, one in
which no phase transitions are expected, a linear form for us
vs up is quite good. This fit was converted to the P#% plane
using the Hugoniot relations. The difference in density be-
tween this fit and SESAME at 100, 500, and 1000 GPa is
0%, 6%, and 4%, respectively. While these values are within
the density uncertainties estimated in this work, the data are
systematically shifted toward lower density compared to
SESAME at pressures between 200 and 1400 GPa.

We measured the reflectance of the shock by comparing
the probe intensity reflected from the shock to that from the
bare Al surface which has a known reflectivity of 0.85
$0.05. These data are shown in Fig. 2. The systematic error
incurred in this process could be up to 10%. Relative uncer-
tainties in the reflectance are typically about 20%. For some
experiments we observed that an attenuating shock in the
sample produces a continuous record of reflectance as a
function of the shock velocity; the attenuating shock was
generated by driving the Al pusher with a short "1 ns# high
pressure pulse, which allowed rarefaction to overtake the
shock propagating in the Al pusher before it reached the
sample. In this case simultaneous recording of the Doppler
shift "fringe phase# and intensity allowed us to extract shock
reflectance over a wide range of shock states. Since the
shock was not steady the compressed material behind it con-
tained spatial density gradients along the propagation direc-
tion; however the gradient scale length is much larger than

FIG. 1. Measurements of the principal Hugoniot of water: closed circles
"Ref. 17#, closed squares "Ref. 18#, closed triangles "Ref. 19#, closed dia-
monds "Ref. 8#, inverted closed triangles "Ref. 21#, open circles this work.
The solid curve is the principal Hugoniot of water calculated from the
SESAME database "Refs. 22 and 23#. The inset shows typical data recorded
that are described in the text.
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blurred both by the time resolution of the diagnostic and the
presence of a 1–3-!m glue layer between the aluminum and
quartz. Determining Us

Al!tbo" requires estimation of the time
history, Us

Al!t". This can be achieved using the measured
Us

Q!t", given that the same pressure source drives both mate-
rials in parallel. Since aluminum and quartz have such simi-
lar impedances, to a good approximation Us

Al!t"− #Us
Al$

=Us
Q!t"− #Us

Q$, provided the average for both materials is
taken over the same time period !the step transit time in this
case".31 Although the absolute quartz velocity has a 1%–2%
error, the uncertainty in Us

Q− #Us
Q$ is smaller, usually less

than 1% of the velocity if the shock velocity varies smoothly.
This error is summed in quadrature with the other errors in
both Us

Q and Us
Al.

The aluminum and quartz shock velocities are plotted in
Fig. 2 and tabulated in Table I. The best linear fit to the data,
expressed in a form where errors in the coefficients are in-
dependent, is given by Us

Al=B0+B1!Us
Q−Us

Q" where Us
Q

=20.57, B0=21.14±0.12, and B1=0.91±0.03.
Having extracted Us

Al and Us
Q at the interface, impedance

matching can now be applied to determine the quartz pres-
sure, density, and particle speed. This requires knowledge of
the aluminum Hugoniot and its release isentropes. There are
two approaches to determining these. The first method uses a
model EOS for aluminum, usually in the form of a table.
This assures thermodynamic consistency in the calculations
but makes it difficult to rigorously account for errors in the
EOS model, a factor that becomes crucial at multimegabar
pressures. The second method, which we use here, relies on
the approximation that release curves are simply a reflection
of the Hugoniot about the initial shock state in the pressure-
particle velocity !P-Up" plane.10 Since the Hugoniot of alu-
minum !and many other materials" can be described by a
linear fit in Us-Up the great advantage of this approach is that
the fit uncertainties give a direct way to estimate systematic
errors in the aluminum EOS.32 A possible drawback to this
technique is that it does not automatically assure thermody-
namic consistency between the different Hugoniots and isen-
trope combinations. This is unlikely to be a problem for such
small variations in the Hugoniot and isentrope. The imped-
ance match results, using a fit to absolute aluminum data
given by Us=6.591+1.157Up,33 are shown in Table I with
both the random and systematic errors given in parentheses.
Random errors are a direct result of the listed velocity mea-
surement errors, while systematic errors are the result of er-
rors in the aluminum EOS. Note how the systematic uncer-
tainties are always smaller than the random uncertainties but
rise to a third of the total error at the highest pressure near
%15 Mbars.

IV. DISCUSSION

These data, along with the results from earlier studies,
are plotted in the Us-Up plane in Fig. 3, with the best linear
fit, given by Us=4.08+1.30Up, and its associated uncertain-
ties shown as three dashed lines.34 The fit is in good agree-
ment with the previous data from Trunin et al.15 and Trunin16

for 13"Us"20 !m/ns and extrapolates to the nuclear-
driven point at Us=33 !m/ns. The scatter in our data is

consistent with the quoted errors, giving a reduced #2=1.2
!systematic errors due to the aluminum EOS, which do not
contribute to the data scatter, are not included in the #2 cal-
culation". Errors in the data from Trunin16 are not provided
for each shot but are quoted to be about 2% at the highest
pressures, very similar to those for our measurements. These
results show that to better than 2% in shock velocity, our
data, achieved on time scales of less than 1 ns, are in agree-
ment with the data achieved on time scales up to tens of
microseconds.

By comparing the data from earlier sources that have
investigated compression in the solid phases through the on-
set of melting at 1 Mbar !Refs. 9,15,16,35" the trend toward
softening of the Hugoniot becomes apparent. It is seen most
clearly by comparing the slopes of the linear Us-Up fits in
different pressure regimes !see Figs. 3 and 4". In the high-
pressure solid up to melt, the data follow Us=1.370
+1.822Up !Ref. 9"; in the liquid immediately above melt the
best fit gives Us=2.049+1.619Up !Ref. 9"; merging into the
dense plasma our data give a fit of Us=4.08+1.30Up over an
extensive pressure range. The slope S=dUs /dUp is thus de-
creasing with pressure. The use of piecewise linear fits is
only a convenient construction and the actual Hugoniot is
likely to smoothly transition to the gentler slope over a finite
pressure range between 1 and %4 Mbars. Different regimes
along the quartz Hugoniot can thus be roughly characterized
as !1" solid for P$1 Mbar, !2" liquid for 1$ P$4 Mbars,
and !3" dense plasma for P%4 Mbars. The softening of the
Hugoniot above 1 Mbar was described theoretically by
Kerley36 who showed that without including the effects of

FIG. 3. !Color online" Measured quartz Hugoniot shown in the shock ve-
locity vs particle velocity plane. The red dashed lines give the best linear fit
and associated 1& uncertainty to the data from this study !black circles with
error bars". Previous data from Trunin et al. !Ref. 15" and Trunin !Ref. 16"
performed on explosively driven !Ex" and nuclear-driven !Nu" platforms are
in good agreement with those from this study to within experimental uncer-
tainties. Selected data at lower pressures obtained on gas gun experiments
!GG" are also shown from Lyzenga and Ahrens !Ref. 9" and Marsh !Ref.
35". Linear fits determined by Lyzenga and Ahrens !Ref. 9" are shown for
the solid !stishovite- or stishovite-like" phase !pink, dot-dash line" and the
liquid phase !dark blue, double-dot-dash line" immediately after melting.
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Downloaded 18 Oct 2006 to 128.115.27.10. Redistribution subject to AIP license or copyright, see http://pop.aip.org/pop/copyright.jsp

velocity up was determined through IM with the aluminum

and copper flyer plates [13–15]. The Hugoniot curves of
both materials are well known and represented as piece-
wise functions, Us ¼ C0 þ Sup, with different C0 and S
values for the solid and liquid regions of the Hugoniot
curve [16]. Uncertainties in the inferred particle velocities
were determined through a Monte Carlo analysis method,
and were slightly larger than that of the measured flyer
velocity.

The resulting 122 Hugoniot curve measurements ob-
tained from 43 individual Z experiments are shown in the
Us-up and P-! planes in Figs. 2 and 3, respectively. Also
shown are data obtained using gas guns [3], explosive and
nuclear drives [17], the ! laser [2], and the predicted
response from the SESAME 7360 equation of state [18].
Given the significant curvature in theUs-up plane we chose
to fit the data with the functional form Us ¼ aþ bup #
cupe

#dup . This form was found to be very robust; in

particular, little difference was observed for a weighted
and unweighted fit, which is expected for large sample
sizes. A least squares, weighted fit of the Z data results
in the following values: a ¼ 6:26$ 0:35 km=s, b ¼
1:20% 0:02, c ¼ 2:56% 0:15, and d ¼ 0:37$
0:02 ðkm=sÞ#1.

Residuals of Us with respect to the Z fit are shown in
Fig. 2. Of particular note is the SESAME model [18], which
exhibits two abrupt changes in slope at (100 GPa, caused
by melt, and(550 GPa, due to an abrupt transition from a
molecular to atomic fluid. The notion of such an abrupt
dissociative transition is in stark contrast to the present re-
sults. The dashed red lines in Fig. 2 correspond to the

asymptotic linear limit of the Z fit (i.e., c ¼ 0). This re-
sidual is still significant to pressures approaching 1–
1.2 TPa, suggesting that the effects of disordering and
dissociation of the fluid persist over a rather larger pressure
range.
To investigate dissociation along the Hugoniot curve,

quantum molecular dynamics (QMD) calculations were
performed using version 5.1 of VASP [19]. Both the local
density approximation (LDA) and the recently developed
Armiento-Mattsson (AM05) functionals [20] were used,
with similar results. In contrast to the generalized gradient
approximation, both LDA and AM05 functionals produce
an accurate bulk modulus for " quartz at ambient condi-
tions. Our calculations show that, in contrast to LDA, the
AM05 functional gives the correct ground state energy
ordering of " quartz with respect to stishovite, which is
close to the density of the silica liquids considered here.
We therefore show the AM05 results in Figs. 2 and 3.
Silicon and oxygen atoms were represented with projector
augmented wave (PAW) potentials [21], with the PAW
LDA potentials used with either functional [22]. A total
of 72 atoms were included in the supercell, with a plane
wave cutoff energy of 600 eV [23]. Simulations were done
in the canonical ensemble, with simple velocity scaling as
a thermostat, and typically covered several picoseconds of

FIG. 2 (color). Quartz Us-up Hugoniot curve. Diamonds
(squares) VISAR (transit time) measurements where gray (or-
ange) correspond to aluminum (copper) impacts, this work;
black circles, Ref. [3]; yellow triangles, Ref. [17]; white squares,
Ref. [2]; blue circles, QMD calculations this work; green solid
line, SESAME 7360 [18]; black solid line, Hugoniot curve fit from
Ref. [2]; red solid line, Hugoniot curve fit this work; red dashed
line, Hugoniot curve fit this work with c ¼ 0. Bottom plot, Us

residuals with respect to Hugoniot curve fit from this work.

FIG. 1 (color). Typical VISAR data. Gray (orange) lines, the
aluminum (copper) flyer plate velocity; blue lines, the quartz
shock velocity. Bottom plot shows detailed view of the quartz
shock velocities.
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Melting temperature of diamond at
ultrahigh pressure
J. H. Eggert1*, D. G. Hicks1, P. M. Celliers1, D. K. Bradley1, R. S. McWilliams1,2, R. Jeanloz2, J. E. Miller3,
T. R. Boehly3 and G. W. Collins1

Since Ross proposed that there might be ‘diamonds in the
sky’ in 1981 (ref. 1), the idea of significant quantities of pure
carbon existing in giant planets such as Uranus and Neptune
has gained both experimental2 and theoretical3 support. It
is now accepted that the high-pressure, high-temperature
behaviour of carbon is essential to predicting the evolution and
structure of such planets4. Still, one of the most defining of
thermal properties for diamond, the melting temperature, has
never been directly measured. This is perhaps understandable,
given that diamond is thermodynamically unstable, converting
to graphite before melting at ambient pressure, and tightly
bonded, being the strongest bulk material known5,6. Shock-
compression experiments on diamond reported here reveal
the melting temperature of carbon at pressures of 0.6–1.1 TPa
(6–11Mbar), and show that crystalline diamond can be stable
deep inside giant planets such as Uranus and Neptune1–4,7.
The data indicate that diamond melts to a denser, metallic
fluid—with the melting curve showing a negative Clapeyron
slope—between 0.60 and 1.05TPa, in good agreement with
predictions of first-principles calculations8. Temperature data
at still higher pressures suggest diamond melts to a complex
fluid state, which dissociates at shock pressures between
1.1 and 2.5 TPa (11–25Mbar) as the temperatures increase
above 50,000K.

As a result of the importance of high-pressure carbon in

both planetary science and inertial confinement fusion (for which

high-density carbon is a candidate ablator material for ignition

target designs), there are many theoretical calculations of the

high-pressure melting curve of diamond, with some predicting a

maximum in temperature at 500GPa (5Mbar; refs 8–11). Direct

temperature measurements are challenging for both static and

dynamic high-pressure experiments, so confirmation of melt-

curve predictions have been only by inference, never by direct

measurement. Under static conditions, equation-of-state data

relevant to diamond melting do not extend to pressures much

above 50GPa, and are interpreted as indicating a positive Clapeyron

slope, (∂T/∂P)melt >0, for diamond up to 60GPa (refs 5, 6, 12, 13).

Dynamic shock experiments on graphite, which is thought to

convert to diamond under dynamic loading, suggest a positive

melting slope to at least 140GPa (refs 14–16). Finally, recent shock

experiments on diamond show an increase in density near 600GPa,

suggesting that shocked diamond might potentially melt with a

negative melt curve near 600GPa (refs 17–20).

Here we report the first temperature measurements for shock-

compressed diamond at conditions of 0.6–4 TPa (6–40Mbar) and

8,000–100,000K. These data reveal the melting curve for carbon

up to 1.1 TPa and a complex fluid state between 1.2 and 2.5 TPa.

1
Lawrence Livermore National Laboratory, Livermore, California 94551, USA,

2
University of California, Berkeley, California 94720, USA,

3
University of

Rochester, Rochester, New York 14623, USA. *e-mail: eggert1@llnl.gov.
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Figure 1 | Experimental configuration and data collected to determine the
melting temperature of diamond. a, Diamond melt target. b, Velocity
interferometry (VISAR) data for polycrystalline diamond, showing raw

fringe data and velocity (Us) lineout. The pressure falls continuously and

smoothly with time as Us decreases. c, SOP data, showing raw data and

intensity lineout. The SOP intensity plateaus and rises even as Us

decreases smoothly.

Shock experiments traditionally study a steady-shock Hugoniot

characterized by the shock velocityUs, particle velocityUp, pressure

P , specific volume V ,(=1/density) and internal energy E of the

shocked material. These five variables are related by the three

Rankine–Hugoniot relations, so that the state of the sample under
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Figure 3 | Temperature versus pressure data compared with simulations.

The black line denotes our new experimental shock temperature data. The
blue circles and blue dashed line represent the melt curve from density
functional theory calculations fromWang et al. that include diamond and
liquid phases (ref. 11). The brown triangles that bracket the phase
transitions and the brown dashed lines represent similar calculations by
Correa et al. that include the diamond, BC8 and fluid phases (ref. 8). Our
measurements are unable to identify multiple solid phases—be it diamond,
BC8 or both—as predicted by the theory. The graphite phase is omitted for
clarity. The uncertainties represent the weighted standard deviation of all
measurements as discussed in the Supplementary Information.

below our detection threshold of 0.5% at P < 0.6 TPa to 30%

for P > 1.1 TPa. Applying a Drude model, these data give optical

depths of ∼400 nm near 0.6 TPa, falling to ∼10 nm above 1.1 TPa,

as discussed in the Supplementary Information. As atoms undergo

more than 15 oscillations and the pressure decay is small during

shock transit through an optical depth, the Hugoniot state is

expected to be in local thermodynamic equilibrium. Although

the transition from mixed-phase to fully solid carbon was not

directly determined in the present experiments, both the reflectivity

saturation in the pure fluid phase and the theoretical finding that

the fluid is metallic
8
suggest that the onset of melting be identified

with the onset of reflectivity. The average Us at Rλ = 532 = 0.5%
(our detection limit) is UsR=0.5%

= 20.5±0.6 km s
−1
(0.60±0.06 TPa

and 9,200± 800K).

Interpreting the diamond Hugoniot as following the melting

curve from0.6 to 1.05 TPa allows us to estimate theClapeyron slope,

dTm/dP =�Vm/�Sm =−2.6(±0.6) KGPa
−1

for the melting curve

over this range. The entropy change, �Sm, is positive on melting,

which implies that the volume change onmelting is negative. A neg-

ative Clapeyron slope over this pressure range is in good agreement

with the predictions of theory (Fig. 3), and a decrease in volume as

the Hugoniot crosses the melting temperature of diamond is also

supported by recent shock-compression experiments
17–20

.

Using our Hugoniot temperature measurements, we can extract

the specific heat
27
, as discussed in the Supplementary Information.

Just beforemelting, the sample is at a temperaturemuch higher than

the Debye temperature of diamond (∼2,200K), so the specific heat

should be close to theDulong–Petit limit of 3NkB (kB is Boltzmann’s

constant). In the fluid, the specific heat shows a broad peak with

CV ≈4.6kB between 10,000 and 30,000K (Fig. 4), implying an excess

energy sink. At higher temperature,CV eventually approaches 3NkB
at about 70,000K after first dropping below the Dulong–Petit limit.

We consider it unlikely that this peak in CV is due to a change in

ionization, because the reflectivity remains constant at about 30%

over this entire P–T range (Fig. 2, upper inset). High values of

specific heat are similarly observed just above themelt temperatures
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Figure 4 | Specific heat versus temperature showing the Dulong–Petit

limit, CV = 3NkB, which should hold for the solid below the melting

temperature, and the peak attributed to atomic reconfiguration above

the melting temperature. The uncertainties represent the standard
deviation of results of a variety of assumptions including variations in the
shock Hugoniot and the Gruneissen parameter discussed in the
Supplementary Information. The inset compares temperature versus
pressure from our measurements (red line) with the values calculated
assuming a constant specific heat (black line). The temperatures for a
hypothetical fluid obeying the Dulong–Petit limit are well above our
uncertainties for pressures of 1.2–2.4TPa. The temperature uncertainties
are identical to those in Figs 2 and 3.

of quartz, fused silica, many alkali halides, silicon and germanium,

and have been interpreted in terms of dissociation of a short-range

ordered fluid. The high specific heat of Si and Ge is correlated

with an anomalous liquid structure factor, and there is an explicit

relationship between the structure factor and specific heat for a

liquid described by pairwise interactions (equation 4.3.24; ref. 28).

Thus, the observed peak in CV is probably due to a reconfiguration

of atomic packing, from a partially bonded complex fluid to an

atomic fluid above 60,000K. (References are presented in the

Supplementary Information.)

Finally, estimates of the carbon mass fraction in Neptune and

Uranus range from 11 to 17% in the P–T region where CH4 has

been observed to dissociate
1–3,29

. It is likely that much of this atomic

carbon has gravitationally settled into a carbon-rich phase near the

core of these planets
1,3
. Along with our melting temperatures, the

model adiabat shown in Fig. 3 suggests that pure carbon could be

solid at all depths, although it is possible that a hotter deep interior

may exist, dynamically isolated from the outermost atmosphere

by a stably stratified, non-convecting region within Uranus and

Neptune
4,30

. In such warmer conditions, pure carbon would exist

in the liquid metallic state, settling out of the mantle to form a

fluid outer core that helps sustain the planetary magnetic field.

In either case, the high sound velocity of a diamond-rich layer at

intermediate depths could influence planetary normal modes that

may be observable in the future.
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the specific heat
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should be close to theDulong–Petit limit of 3NkB (kB is Boltzmann’s
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are identical to those in Figs 2 and 3.
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relationship between the structure factor and specific heat for a
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of atomic packing, from a partially bonded complex fluid to an
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core of these planets
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. Along with our melting temperatures, the

model adiabat shown in Fig. 3 suggests that pure carbon could be

solid at all depths, although it is possible that a hotter deep interior

may exist, dynamically isolated from the outermost atmosphere

by a stably stratified, non-convecting region within Uranus and

Neptune
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. In such warmer conditions, pure carbon would exist

in the liquid metallic state, settling out of the mantle to form a

fluid outer core that helps sustain the planetary magnetic field.
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intermediate depths could influence planetary normal modes that
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Laser-driven shock compression experiments reveal the presence of a phase transition in MgSiO3 over

the pressure-temperature range 300–400 GPa and 10 000–16 000 K, with a positive Clapeyron slope and a

volume change of!6:3 (" 2:0) percent. The observations are most readily interpreted as an abrupt liquid-

liquid transition in a silicate composition representative of terrestrial planetary mantles, implying

potentially significant consequences for the thermal-chemical evolution of extrasolar planetary interiors.

In addition, the present results extend the Hugoniot equation of state ofMgSiO3 single crystal and glass to

950 GPa.

DOI: 10.1103/PhysRevLett.108.065701 PACS numbers: 64.70.Ja, 62.50.#p, 64.30.Jk, 91.45.Bg

Crystallographic phase transformations in the mineral
phases constituting the terrestrial mantle have long been
recognized for their role in governing the structure and
geodynamic evolution of the Earth’s interior [1–4]. Here,
we present direct experimental evidence that similar,
pressure-induced phase changes can occur in silicate
liquids (magmas) at the extreme conditions characteristic
of the interiors of several Earth-mass extrasolar planets
(super-Earths) and the type of giant impact events inherent
to planetary formation (pressures of many hundred
GPa and temperatures exceeding 1 eV $ 11 000 K).
Experimental observations of such ‘‘first-order’’ liquid-
liquid transitions are so-far limited to a few cases, notably
that of phosphorous [5–7]. Because of the key role that
melts play in planetary evolution, pressure-induced liquid-
liquid phase separation in silicate magmas may represent a
previously unrecognized but important mechanism for
global-scale chemical differentiation and may also influ-
ence the thermal transport and convective processes that
govern the formation of a mantle and core early in plane-
tary history.

Experiments were carried out at the Janus and OMEGA
laser facilities (Lawrence Livermore National Lab and
University of Rochester Laboratory for Laser Energetics).
A 1–2 ns laser pulse of intensity!1013 W=cm2 was used to
generate optically reflecting, decaying shock waves in
MgSiO3 glass and crystalline (enstatite) samples. As the
wave decays in time, a continuum of pressure-temperature
shock states can be documented in a single experiment.
Spatially and temporally resolved (! 10 !m=pixel and
100 ps, respectively) velocity interferometry [8,9] and op-
tical pyrometry [10,11] were used to characterize the evo-
lution of shock velocity (US) and temperature (T) (Fig. 1).

Similarly, the optical reflectivity at 532 nm (R) was ob-
tained from the interferometry data by comparison with an
unshocked Al reference. Because conservation of mass,
momentum, and energy are obeyed at the shock front,
pressure (P) and specific volume (V) can be determined
from the shock velocity using the Rankine-Hugoniot equa-
tions [12]. We thus derive the pressure-density equation of
state (EOS) and corresponding temperature and specific

FIG. 1 (color). An example of data from a single experiment
performed with crystalline starting material shows simultaneous
reversals in shock velocity and temperature as a function of time
as the Hugoniot crosses the phase transition (visible between 2
and 4 ns, as indicated by arrows and the dashed line). Inset:
arrows indicate the transition in the raw data images, from which
the profiles in the main figure are extracted.
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heat of our sample, over a broad range of pressure (see
Supplemental Material [13]). Simultaneous pressure-
temperature data were collected in this manner up to nearly
500 GPa (Fig. 2). Additional equation-of-state measure-
ments at pressures above the proposed phase transition, to
950 GPa, use impedance matching with an!-SiO2 standard
of known EOS (inset of Fig. 2 and Table S2).

In a given experiment, the arrival of the shock in the
sample brings it to an initial high-pressure, high-
temperature state. As the shock decays, shock velocity
and thermal emission initially decrease with time before
undergoing a brief reversal, as the Hugoniot transits what
we interpret as a liquid-liquid phase boundary (Fig. 1).
Similar anomalies in thermal emission have been docu-
mented in other materials under shock loading and can
indicate a release (and/or absorption) of internal energy or
a change of optical properties in the sample [14–16]. The
unique observation in the present case is that the decays
in shock velocity and thermal emission both reverse
themselves during the same time interval. The rise in US

(! 0:7 km= sec in Fig. 1) corresponds to a significant

volume change in the material, as dictated by the
Rankine-Hugoniot relations.
Similar evidence was repeatedly observed in experi-

ments with both crystalline and glass starting materials.
In both cases, the burst in thermal emission documented by
pyrometry is coincident with the change in shock velocity
(hence, change in volume) documented by velocity inter-
ferometry. The glass starting material has a lower initial
density (2:74 g=cc) relative to the single crystal
(3:22 g=cc) and thus achieves higher temperatures for a
given shock pressure. Experiments on the glass therefore
document the observed transition at higher P=T condi-
tions; together with the single-crystal data, we can thus
define a Clapeyron slope, dPtr=dT, for the apparent phase
boundary (Fig. 2).
Given our measured pressure-density (Hugoniot)

relations for the two starting materials over different
temperature ranges (inset of Fig. 2), we can estimate ther-
mal expansion coefficients for the two phases [13]. In
combination with the inferred Clapeyron slope (1:4"
0:25# 107 Pa=K, Fig. 2), this enables us to determine the
change involume (!V) and entropy (!S) on transformation
from the low-pressure to the high-pressure phase at constant
pressure and temperature. We find !V ¼ %6:25" 2:2%
and !S ¼ %2:9" 0:6 J=K &mol of atoms [17]. With in-
creasing pressure, the material therefore undergoes an
abrupt phase transformation to a high-pressure phase with
a smaller volume and decreased entropy.
We infer that the apparent heat release observed under

decaying shock conditions results from the time depen-
dence (or ‘‘kinetic hindrance’’) of the transition relative to
the time scale of the experiments. Although this may at first
seem surprising for a liquid at temperatures above
10 000 K, the situation is analogous to that for solid-solid
transformations along the Hugoniot, which are also seen to
be kinetically hindered, despite the fact that the sample is
responding mechanically as a fluid (i.e., well above the
Hugoniot elastic limit) [18,19]. The large !V may also
hinder the transition, as viscous flow is required to accom-
modate the resulting strain in the sample [20]. The phase
line that we identify (Fig. 2) is thus likely to be an upper
bound for the equilibrium transition.
Given the paucity of data for supersolidus transitions of

this nature, we have considered the possibility that our data
represent either a dissociative or liquid-solid transition.
These are not our preferred interpretations for several rea-
sons. First, we infer that our data are entirely in the molten
phase, based on previous studies in which shock melting
was determined at lower temperatures (albeit also at lower
pressures [22–24]) and based on the fact that our observa-
tions fall above the known (or expected) melting points
of the oxide components, SiO2 and MgO [14,15,25].
An increase in melting temperature from below !5000 K
at 100–200 GPa (as determined by previous theory
and experiment; see Fig. 2) to the 10 000–16 000 K at

FIG. 2 (color). Decaying shock measurements on samples of
initially single-crystal (green) and glass (red) MgSiO3 identify a
phase boundary with positive Clapeyron slope between low- and
high-density liquid phases (dot-dashed line). Results from 3
experiments on each material are plotted, with temperature
uncertainties indicated by the colored bands: these are consistent
with previous shock-wave data for single-crystal and glass
samples (green and red diamonds, respectively [22,23]).
Theoretical predictions of melting temperatures are shown as
thin, dotted curves [33–35]. Experimental melting points from
laser-heated diamond-cell experiments are shown as blue circles
[36,37]. Inset: Hugoniot equation-of-state data were collected
between 400 and 950 GPa in the present study. The density
discontinuities near 6:5 g=cm3 correspond to the change docu-
mented by velocity interferometry in Fig. 1 and the P=T dis-
continuities in the main figure (see also the Supplemental
Material [13]). EOS data below 200 GPa are from Refs. [22,23].
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the isentropic compressibility (sound speed) for dense He
is lower (higher) than in those predictions. It is also pre-
dicted by the SCVH and the ab initio calculations that !max

on the Hugoniot should decrease with "1. While this
expectation is consistent with these new measurements,
experiments need to be extended to higher P to fully test
this prediction.

In summary, by applying laser-driven shocks to stati-
cally compressed samples, EOS data for fluid He have
been obtained with sufficient accuracy in the 100 GPa
pressure range to test theoretical predictions. Experi-
mental data are listed in Ref. [26]. Tuning "1 before shock
loading enables the measurement of a family of Hugoniots,
which can test EOS models over a broader range than the
principal Hugoniot alone, and can separate the effects of T
and " on the EOS. The SCVH model used for astrophysi-
cal applications reproduces the present data quite well,
agreeing with the observed maximum shock-compression
ratio of about sixfold (for "1 ! "0L). Extension of the
techniques described here to laser drivers capable of de-
positing >10 kJ onto the sample and with pulse durations
longer than 10 ns will significantly increase the accessible
P and " range with improved accuracy, to provide further
discrimination among theoretical approaches currently
being used.

We thank the Omega operations staff for their invaluable
assistance. We thank M. Millerioux (CEA) for doing the
diamond coating and W. Unites (LLNL) for preparing the
quartz plates.
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We fit the modeled reflectivity RMðn0;!; TÞ to match the
observed R using orthogonal distance regression [31]. The
data are insufficient to constrain E0, A, B, and " simulta-
neously, and the fit is least sensitive to the temperature
coefficient B [32]. Therefore, we set B ¼ 0, and find the
best fit (spanning a range of densities from 0.7 to
1:5 g=cm3) gives A ¼ 1:34$ 0:28, E0 ¼ 20:4$ 3:7 eV,
" ¼ 0:62$ 0:17. The linear density dependence of the gap
function, shown in Fig. 2(a), gives Eg ¼ 20:4 eV at ! ¼ 0,
comparable to the 24.6 eV ionization energy of the isolated
atom, and to the 21.6 eV excitonic gap in solid He at
0.2 GPa and 0:18 g=cm3 [3]. At higher densities, the fit
extrapolates to Eg ¼ 0 at a density of !% 1:9 g=cm3

suggesting gap closure and metallization of the disordered
fluid near this density for temperatures below 30 kK. In the
middle of the range of our measurements, near 1 g=cm3,
the gap energy is %10 eV, significantly larger than the
temperatures reached in our measurements, and consistent
with the use of a semiconducting model. The gap energy
near 1 g=cm3 agrees well the predictions of [5,7] although
the density dependence is much steeper.

In Fig. 2(b),#DCð!; TÞ as extracted from the fitted Drude
model is plotted versus density with colors indicating
temperature. The conversion of the reflectivity data to
conductivity data is insensitive to the uncertainties of the
various parameters of our fit. The detection limit for re-
flectivity, about 2%, corresponds to conductivities above
%2:5& 104 ð!mÞ'1. Compared to two DFT calculations
[5,18], the estimated Drude conductivities from the present
data are in reasonably good agreement. However, they
have a different slope for a given isotherm, a consequence
of the weaker density dependence of the gap energy in
those models. The conductivity data of Ternovoi et al. [16]
exhibit a rapid rise of conductivity at estimated densities
around 1 g=cm3, which led to the interpretation of pressure
ionization. Those conductivities are comparable to our
measurements, and the density dependence appears close
to the slope of the 17 kK isotherm of our fit, similar to the
estimated peak temperatures of that experiment. This sug-
gests that our data and fit are consistent with Ternovoi data
set, if their densities are increased by about 25%.

The phase diagram of He on the density-temperature
plane is sketched in Fig. 3 for densities from
0:2–10 g=cm3. While the solid is expected to remain in-
sulating, the dense fluid phase has been predicted to exhibit
an insulator-to-conductor transition. The present density–
temperature data are plotted with a color scale mapped to
conductivity. Below 1 g=cm3, the conductivity is tempera-
ture activated with gap energy >10 eV. Under these con-
ditions, the ionization is relatively weak: at ! ¼ 1 g=cm3

and T ¼ 20 and 50 kK, the ionization states estimated from
the Drude-semiconducting model fit are 0.6% and 11%,
respectively. The density dependence evident in the data
produces the curvature of the conductivity contours, indi-
cating that at densities approaching 2 g=cm3, metallization

(gap closure) should be achieved. This dependence proba-
bly applies only to the fluid phase, as the solid phase at
similar densities is expected to remain insulating (as is the
case for diamond and SiO2).
Two chemical models have predicted abrupt density

induced ionization mechanisms. The first model [33] pre-
dicted a first order transition fromHe toHeþ near 5 g=cm3,
and a later calculation [34] predicted a direct transition
from He to Heþ2 near 10 g=cm3, indicated in Fig. 3. While
the location (or existence) of these transitions is debatable,
our data cannot rule them out. An interesting experimental
domain would be to look at the ionization in the 2–4 g=cm3

density range below 10 kK. This regime can be accessed

FIG. 2 (color). (a) Energy gap as a function of density (solid
curve) as determined from the best fit to the reflectivity data
along with the 68% joint-parameter confidence band for the fit
(dashed curves). The shaded region spans the density range of
our measurements. The dotted curves show the gap function
obtained when the parameter B is set to þ20 and '20, respec-
tively. Solid (red) circles with error bars show the gap calculated
by Kowalski et al. [5] at T ¼ 3 eV; solid (blue) triangles show
the gap calculated by Stixrude and Jeanloz [7] at T ¼ 1:7 eV
(inverted) and T ¼ 4:3 eV (upright). Annotations indicate the
ionization energy of the isolated atom and the excitonic gap of
solid He at 0.2 GPa [3]. (b) Solid diamond symbols show the DC
conductivity inferred from the reflectivity; dashed curves show
the conductivity extracted from the semiconductor Drude fit to
the reflectivity data at 17, 25, 35, 45, and 60 kK. Colors indicate
temperature (inset scale). Other symbols show DC conductivities
as follows: solid squares calculated by Kietzmann et al. [18];
solid inverted triangles calculated by Kowalski et al. [5]; open
circles show the data set collected by Ternovoi et al. [16]
(temperatures not reported). The dot-dash line connects a pair
of calculations at 17.4 kK by Kowalski et al. to show the density
dependence.
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astrophysical EOS of Saumon, Chabrier, and van Horn
(SCVH) [23] and the ACTEX model [24], but slightly
larger than recent ab initio predictions [25]. Very recently,
a study of the quartz Hugoniot curve [26] (relevant to the
impedance-matching analysis) suggests that a stiffer model
for the quartz compressibility should be used to analyze the
data; for the present study, we use the densities reported in
[19] and estimate that the new calibration will shift the
densities lower by about 10% [22]. The Ross and Young
soft sphere model [24,27] does not include electronic ex-
citations and predicts higher temperatures than experiment
with a peak compression of only 4. Electronic excited and
ionized states are taken into account by the SCVH,
ACTEX, and ab initio calculations and constrain the tem-
perature rise along the Hugoniot curve, in good agreement
with experiment. From the temperature data the maximum
compression of 5–6 on the He Hugoniot curve centered at

the initial density !0L occurs at about 100 GPa and 55 000
K (55 kK). While the temperature data are not accurate
enough to discriminate among models, optical reflectivity
is a more suitable probe.
The reflectivity data of He along the Hugoniot curves for

various initial densities are plotted versus temperature in
Fig. 1(b). Within the range of final state densities obtained
in our experiments (0:7–1:5 g=cm3), the rise of reflectivity
in He is connected with the increasing ionization and
exhibits a strong temperature dependence along with a
density dependence. While the reflectivity increases mono-
tonically with temperature for all final state densities, the
threshold for onset of measurable reflectivity shifts to
lower temperatures with increasing final state density. At
a density around 0:8! 0:2 g=cm3, reflectivity above our
detection limit (about 2%) occurs above a temperature
threshold of about 30 kK, while at 1:3! 0:2 g=cm3, ob-
servable reflectivity occurs above temperatures around
21 kK. Ab initio calculations using density functional
theory (DFT) and the Kubo-Greenwood formulation have
shown that the optical conductivity of He has a Drude-like
behavior for photon energies below 10 eVat the thermody-
namic conditions of the present study [5,18]. A DFT
calculation of reflectivity with a þ3 eV correction to the
electronic gap, shown in Fig. 1(b), compares well with the
experimental data [5], indicating the data are consistent
with a gap energy around 10 eV.
Curves shown in Fig. 1(b) show the density dependence

of the reflectivity as predicted by a simple semiconducting
Drude model that has been fitted to our data. We have
applied a variation on this model to shock front reflectivity
data of other wide-band-gap materials: water [11], Al2O3,
and LiF [13]. Subsequent independent DFT modeling of
the shocked LiF case found the simple semiconducting
Drude picture to provide an accurate representation of
the detailed results [28]. The reflectivity data can be related
to the optical conductivity "ð!Þ through the complex

index of refraction n ¼ ½"b þ i"ð!Þ=!'1=2, where "b is
the contribution of the bound electrons, estimated from
experimental refractive index data [29]. For the shock front
in the precompressed sample, the Fresnel reflectivity is
given by R ¼ jðn( n0Þ=ðnþ n0Þj2, where n0 is the index
of the precompressed sample in its initial state [30].
Applying the Drude model for the conductivity, "ð!Þ ¼
ðnee2#=2meffÞð1( i!#Þ(1, the reflectivity is expressed as
a function of the electron relaxation time, #, and carrier
concentration, ne; here, meff ¼ $me is the electron effec-
tive mass expressed in terms of the vacuum mass me and a
fitting parameter $. The temperature-activated carrier con-
centration is given by the model for an intrinsic semicon-

ductor ne ¼ 2ðmeffkT=2%@2Þ3=2f1=2ð(Eg=ð2kTÞÞ, where
fmðxÞ ¼ ð2= ffiffiffiffi

%
p ÞR1

0 ym=ð1þ ey(xÞdy is the Fermi-Dirac
integral and Eg is the gap energy. For Eg, we assumed
initially a density and temperature dependent formula:
Eg ¼ E0 ( Að!=!0LÞ þ BðT=T0Þ, where kT0 ¼ 24:6 eV.
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FIG. 1 (color). (a) Variation of observed temperature versus
Hugoniot pressure for two Hugoniots centered at !0L ¼
0:123 g=cm3 and 3:3!0L, where !0L is the cryogenic liquid
density. Also shown are the temperatures predicted by several
models for the !0L initial density: PIMC [25], ACTEX [24],
SCVH [23], and Ross and Young [24,27]. (b) Solid diamonds
show the observed reflectivity as a function of temperature and
final density indicated by the color scale. Curves show the
reflectivity obtained from a fit to the data using the semicon-
ductor Drude model for three final state densities: 0.8, 1.1, and
1:4 g=cm3. Gray triangles are calculated reflectivities by
Kowalski et al. [5] near 1 g=cm3 with a þ3 eV gap correction.
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Experimental data:    Nellis1992,    Weir1996,    Celliers2000,    Fortov2003,    Ternovoi2009,    This work 
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D.K. Bradley  et al., PRL 103, 
075503(2009) 

Important applications to confine reverberation samples for x-ray probing 

Smith, Eggert, Duffy, Wang 
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Experimental setup: x-ray absorption 
spectroscopy with implosion backlighter!

Fe is close-packed up to 560GPa, 8000K!

Pressure is probed by VISAR, showing 
quasi-ramp compression by multi-shock !

Fe EXAFS data confirm off-Hugoniot 
states in quasi-ramp compression!
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radiography: 
x-ray streak 

windowed 
hohlraum slots 
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Zn 

XRTS: 
x-ray streak 

Based on NIF ignition hohlraum: spherically symmetric drive. 
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Scientific impact: 
•  Exoplanet structure 
•  Dark matter (MACHOS: 
brown dwarf limit). 
•  Highest ever EOS 
measurements. 
• ICF designs, etc. 

Kritcher, Swift, Hawreliak, Falcone et al 

Planned on NIF 
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Cryo Hugoniot 

Pre-compressed 
Hugoniot 

Pre-compressed 
multi-shock or 
ramp 

Cryo Multi-shock 
or Ramp 

Planned on NIF 

Hemley, Jeanloz, Loubeyre et al 

Shock compression of deuterium 
is routine in the ignition campaign 

Plans to reach dense quantum plasma states 
in D2 are being developed 

Shocks in D2 up to 30 Mbar 
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§  New capabilities in dynamic compression 
facilities like NIF, OMEGA and Z can achieve 
planetary core conditions 

§  Recent developments in compression 
techniques and diagnostics are enabling: 
•  Creation of material states at planetary core conditions 
•  High precision measurements of EOS 
•  Probing of new high pressure structures and phases 




